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1. Let A be any real m x n matrix, where m > n. Throughout this question O(k) will
denote the set of real k x k£ orthogonal matrices. You may assume standard properties
of orthogonal matrices if clearly stated.

(i).

Define the singular value decomposition.
3 pts

. Define the Frobenius norm and inner product.

4 pts
Prove that ||QAl|r = ||AR||r = ||Al|r, for any A € R™" @Q € O(m) amd R €
O(n).

4 pts

. Given any matrix A € R™", with singular value decomposition A = USVT, prove

that
IA—Ql% =I5 — Wz,

for any Q € O(n), where W = UTQV. Hence show that

n

1A= Q%= (3 —2s:Wix + 1),

k=1

where sq,...,s, are the singular values of A.
4 pts

. Hence, or otherwise, prove that the non-linear least squares Procrustes problem

A
Qrélé&)” Qllr,

where A € R™™"_ is solved by setting Q = UVT. Briefly describe one application of
this Procrustes problem.

5 pts
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2. (i). Describe the k-means clustering algorithm.
8 pts

(ii). Describe the PageRank algorithm. You should describe a suitable iterative method
for obtaining the PageRank stationary distribution, but need not prove convergence.

12 pts
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n, have singular value decomposition A = USV7T, where

3. Let A € R™" where m
v,,) and the singular values si,...,s, are all

v

U= (wqu -+ uy,),V (vivy -
positive.
(i). Prove that
A= Z skukv,;p.
k=1
6 pts
(ii). For 1 <r <mn, define
A, = Z skukvg.
k=1
Prove that A,w =0 if w € span {v,,1,...,v,}.
3 pts
(iii). Prove that A,x € span {uy,...,u,}, for any x € R™.
3 pts
(iv). Calculate [|[A — A.||%, for 1 <r < n.
3 pts
(v). Prove that ||(A — A,)x]l2 < sp41]|%]2, for 1 <r < mn.
5 pts

Page 4



